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Introduction 

• Apache Hadoop is a processing framework that exclusively 

provides batch processing. 

• Hadoop was the first big data framework to gain significant 

traction in the open-source community. 
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Fast Historical Facts (1) 

• The code that eventually become Hadoop was written by Doug 

Cutting and Mike Cafarella, open source developers working in the 

search tech community, as part of Nutch project. 

• "Hadoop” was the name of a yellow toy elephant owned by the son 

of Doug Cutting. Cutting's son, then 2, was just beginning to talk 

and called his beloved stuffed yellow elephant "Hadoop".  
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Fast Historical Facts (2) 

• Yahoo! Was the first user of Hadoop in large-scale production, and 

cutting did early work on Hadoop there. 

• In 2006, Hadoop was released by Yahoo and today is maintained 

and distributed by Apache Software Foundation (ASF). 

• Eventually, Cutting joined Cloudera as its cheief architect and 

remains there to this day. 
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Evolution of the Hadoop 
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Apache Hadoop (1) 

• Modern versions of Hadoop are composed of several components or 

layers, that work together to process batch data: 

▫ HDFS: 

 HDFS is the distributed file system layer that coordinates storage and 

replication across the cluster nodes.  

 HDFS ensures that data remains available in spite of inevitable host failures 

▫ YARN: 

 YARN, which stands for Yet Another Resource Negotiator, is the cluster 

coordinating component of the Hadoop stack. It is responsible for 

coordinating and managing the underlying resources and scheduling jobs to 

be run.  

▫ MapReduce:  

 MapReduce is Hadoop's native batch processing engine. 
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Apache Hadoop (2) 

• Apache Hadoop and its MapReduce processing engine offer a 

well-tested batch processing model that is best suited for 

handling very large data sets where time is not a significant 

factor. 

• The low cost of components necessary for a well-functioning 

Hadoop cluster makes this processing inexpensive and 

effective for many use cases. 

• Compatibility and integration with other frameworks and 

engines mean that Hadoop can often serve as the foundation 

for multiple processing workloads using diverse technology. 
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Difference between Hadoop 1 and 

Hadoop 2 
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Difference between Hadoop 1 and 

Hadoop 2 
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Hadoop 3 Benefits 
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Hadoop 2 vs Hadoop 3 
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Hadoop Framework 
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HDFS Component 
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HDFS Component 
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Yarn Component 
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Yarn Component 
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Map/Reduce Component 
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Hadoop Ecosystem 
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MapReduce Paradigm (1) 

• MapReduce the current framework/paradigm for writing 
data-centric parallel applications in both industry and 
academia. 

• MapReduce is inspired by the commonly used functions 
- Map and Reduce in combination with the divide-and 
conquer parallel paradigm. 

• For a single MapReduce job, users implement two basic 
procedure objects Mapper and Reducer for different 
processing stages. 
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MapReduce Paradigm (2) 

• Then the MapReduce program is automatically 
interpreted by the execution engine and executed in 
parallel in a distributed environments. 

• MapReduce is considered as a simple yet powerful 
enough programming model to support a variety of the 
data-intensive programs. 
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MapReduce Paradigm (3) 
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MapReduce Dataflow 
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MapReduce Features (1) 

• Map and Reduce functions 

▫ A MapReduce program contains a Map function doing the 
parallel transformation and a Reduce function doing the 
parallel aggregation and summary of the job.  

▫ Between Map and Reduce an implied Shuffle step is 
responsible for grouping and sorting the Mapped results 
and then feeding it into the Reduce step. 
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MapReduce Features (2) 

• Simple paradigm 

▫ In MapReduce programming, users only need to write the 
logic of Mapper and Reducer while the logic of shuffling, 
partitioning and sorting is automatically done by the 
execution engine.  

▫ Complex applications and algorithms can be implemented 
by connecting a sequence of MapReduce jobs.  
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MapReduce Features (3) 

• Key-Value based 

▫ In MapReduce, both input and output data are considered 
as Key-Value pairs with different types.  

▫ This design is because of the requirements of parallelization 
and scalability.  

▫ Key-value pairs can be easily partitioned and distributed to 
be processed on distributed clusters. 

• Parallelable and Scalable 

▫ Both Map and Reduce functions are designed to facilitate 
parallelization, so MapReduce applications are generally 
linearly-scalable to thousands of nodes. 
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The Programming Model Of MapReduce 

(Map Phase) 
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The Programming Model Of MapReduce 

(Reduce Phase) 
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Hadoop Execution Engine (1) 

• Hadoop MapReduce 

▫ Hadoop MapReduce is the core Hadoop ecosystem 
component which provides data processing. 

▫ MapReduce is a software framework for easily writing 
applications that process the vast amount of structured and 
unstructured data stored in the Hadoop Distributed File 
system. 

▫ MapReduce programs are parallel in nature, thus are very 
useful for performing large-scale data analysis using 
multiple machines in the cluster. Thus, it improves the 
speed and reliability of cluster this parallel processing. 
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Hadoop Execution Engine (3) 

• Hadoop MapReduce 

▫ Hadoop is mainly implemented in Java, therefore, the map 
and reduce functions are wrapped as two interfaces called 
Mapper and Reducer. 

▫ The Mapper contains the logic of processing each key-value 
pair from the input. 

▫ The Reducer contains the logic for processing a set of values 
for each key. 

▫ Programmers build their MapReduce application by 
implementing those two interfaces and chaining them as an 
execution pipeline. 
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MapReduce Word Count Process 
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Word Count example in Hadoop 
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