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Introduction (1)

e Data

s |n computing, data is Information that has been translated into a
form that is efficient for movement or processing.

 Operations
= Generating and Consuming
= Processing
o Store
= Retrieval



Introduction (2)

 Traditional Paradigm

» Few companies are generating data, all others are consuming
data

« New Paradigm
> all of us are generating data, and all of us are consuming data
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Who’s Generating Data

WV WornPress

(i Tube)
flickr

Social media and networks Se¢jentific instruments
(all of us are generating data) (collecting all sorts of data)

Mobile devices
(tracking all objects all the time)

Social Media

Sensor technology and

networks
(measuring all kinds of data)

« The progress and innovation is no longer hindered by the ability to collect

data
« But, by the ability to manage, analyze, summarize, visualize, and discover

knowledge from the collected data in a timely manner and in a scalable
fashion
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What is Big Data? (1)

« Walmart handles more than 1 million customer transactions
every hour.

« Facebook handles 40 billion photos from its user base.
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What is Big Data? (2)

No single standard definition...

« “Big Data” Is similar to ‘small data’, but bigger in size
= put having data bigger it requires different approaches:
Techniques, tools and architecture

« “Big Data” i1s data whose scale, diversity, and complexity
require new architecture, techniques, algorithms, and analytics
to manage it and extract value and hidden knowledge from
It...

 an aim to solve new problems or old problems in a better way

« Big Data generates value from the storage and processing of
very large quantities of digital information that cannot be
analyzed with traditional computing techniques.



What is Big Data? (3)

BIG DATA

What it actually
IS

</
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Big Data Sources

Users
Application Large and growing files
— (Big data files)
Systems
Sensors -
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Why Big Data (1)

World e _— e ks
Population 6.3 Billion 6.8 Billion 7.2 Billion 7.6 Billion
Connected - - - _—

Devices 50%"")" 12.5;II|on ZS?M SO%m
w More I I
connected
Connected devices
Devices 0,08 than 1.84 3.47 6.58

Per Person

people

2003 2010 2015 2020

Source: Cisco IBSG, April 2011
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Why Big Data (2)

« Growth of Big Data is needed
= |ncrease of storage capacities
= |ncrease of processing power
= Avalilability of data(different data types)

= Every day we create 2.5 quintillion (10%8) bytes of data; 90% of
the data in the world today has been created in the last two years

alone
« FB generates 10TB daily

 Twitter generates 7TB of data Daily
» IBM claims 90% of today’s stored data was generated In just

the last two years.



Characteristic of Big Data

Volume
Terabytes to
Petabytes




1st Character of Big Data:
Volume (Scale) (1)

« Data Volume
= 44x Increase from 2009 2020
= From 0.8 zetta bytes to 35zb
 Data volume Is increasing exponentially

terabytes petabytes exabytes zettabytes

the amount of data stored by the average company today

-~

Exponential increase in
collected/generated data

Twitter:Tweets Per Day

The Digital Universe 2009-2020

b

Data storage growth
8 In millions of petabytes

(One petabyte = 1,024 terabytes) ;
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1st Character of Big Data:
Volume (Scale) (2)

 Atypical PC might have had 10 gigabytes of storage in 2000.
 Today, Facebook ingests 500 terabytes of new data every day.

« Boeing 737 will generate 240 terabytes of flight data during a
single flight across the US.

« The smart phones, the data they create and consume.

 sensors embedded into everyday objects will soon result in
billions of new, constantly-updated data feeds containing
environmental, location, and other information, including
video.
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2st Character of Big Data:
Velocity (Speed) (1)

Data is begin generated fast and need to be processed fast
Online Data Analytics
Late decisions =» missing opportunities

Examples

= E-Promotions: Based on your current location, your purchase his ory,w al you
like =» send promotions right now for store next to you

= Healthcare monitoring: sensors monitoring your activities and body =» any
abnormal measurements require immediate reaction
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2st Character of Big Data:
Velocity (Speed) (2)

 Clickstreams and ad impressions capture user behavior at
millions of events per second

 high-frequency stock trading algorithms reflect market
changes within microseconds

« machine to machine processes exchange data between billions
of devices

e Infrastructure and sensors generate massive log data in real-
time

 on-line gaming systems support millions of concurrent users,
each producing multiple inputs per second.
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3st Character of Big Data:
Variety (Complexity) (1)

Various formats, types, and structures
Text, numerical, images, audio, video,
sequences, time series, social media data,
multi-dim arrays, etc...

Static data vs. streaming data
A single application can be

To extract knowledge=>» all these types of
data need to linked together
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3st Character of Big Data:
Variety (Complexity) (2)

 Big Data isn't just numbers, dates, and strings. Big Data is also
geospatial data, 3D data, audio and video, and unstructured
text, including log files and social media.

« Traditional database systems were designed to address smaller
volumes of structured data, fewer updates or a predictable,
consistent data structure.

 Big Data analysis includes different types of data



The Structure of Big Data

Unstructured @ Structured

Database
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Big Data: 3V’s (1)

Big Data = Transactions + Interactions + Observations

BIG DATA
. -— Sensors / RFID / Devices \ User Generated Content

' Petabytes - / -
SPAS c Mohie Web —— > SO Social Interactions & Feeds
Tay A AR j -
VOLUME
Q3 = = P

Spatial & GPS Coordinates

Large amour ': Lt o WEB
‘\.{) L LLJ@; ’ ﬂ ) Tof Terabytes e > | R

_ ’ _ External Demographics
T el wdw Offer history / Dynamic Pricing

=T V\ =

Y‘A & p E E——-m Aflinin Ne < Business Data Feeds
Dt mt t of struciured i : HD VM'ED, Auﬂia, Images

ok et Gigabytes Segmentation Search Marketing 9
- Offer details Speech to Text
Complexity ERP Behavioral Targeting
e Customer Touches :
Chase g8 Product/Service Logs
Megabytes Purchase record Support Contacts Dynamic Funnels
SMS/MMS

Payment record

Increasing Data Variety and

Source: Contents of above graphic created in partnership with Teradata, Inc.

Speed Volume
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Some Make 1t 4V’s (1)

B

THE FOUR V’s
OF BIG DATA

T



Some Make 1t 4V’s (2)

Data at Rest

Terabytes to
exabytes of existing
data to process

Data in Motion

Streaming data,
milliseconds to
seconds to respond

Data in Many
Forms
Structured,

unstructured, text,
multimedia

Data in Doubt

Uncertainty due to
data inconsistency
& incompleteness,
ambiguities, latency,
deception, model
approximations
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Some Make 1t 5V’s (1)

Volume Velocity
= Terabytes - Batch
= Records/Arch = Real/near-time
= Transactions = Processes
= Tables, Files = Streams
Variety Value
5 Vs of
= Structured - = Statistical
- Unstructured Big Data . Events
= Multi-factor = Correlations
= Probabilistic = Hypothetical

- Trustworthiness
«  Authenticity

- Origin, Reputation
= Availability

= Accountability

Veracity
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Big Data Paradigm

Traditional Paradigm Big Data Paradigm
Volume: [Byte ~ Gigabytes] » | Volume: [Terabytes~ ...
Velocity: Batch » | Velocity: Stream
Variety: Structured o Variety:

Unstructured.
Senu Structured
Structured
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Big Data History

« Two major milestones in the development of Hadoop also
added confidence into the Power of open source and Big
Data Technologies.

« Only two years after its first release, in 2008, Hadoop won the
terabyte sort benchmark in big data history. This is the first
time that either a Java or an open source program has won.

e In 2010 Facebook claimed that they had the largest Hadoop
cluster in the world with 21 PB of storage for their social
messaging platform.
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Big Data Use Cases (1)

 Financial services

= 360-degree complete view of customer

= Risk and fraud monitoring and management

= Real-time transaction tracking and analytics
 Healthcare/Life sciences

= Disease diagnosis analysis

= Medical record text analysis

= Genomic analytics
« Telecommunications
Real-time Call detail record CDR processing and analysis
Customer profile monetization and analysis
Real-time network element monitoring
Real-time Network fault analysis

[m]
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Big Data Use Cases (2)

« Digital media
= Real-time ad matching, analysis, and targeting
= \Website analytics and conversion tracking
 Retall
= Cross-channel marketing
Customer Clustering and Segmentation
Click-stream analysis
Market Basket Analytics
Real-time Recommendation
Sentiment Analysis

m}

m]
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&R CBinsicHTS Startups Using Big Data
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Big Data Investment-by Industry

3% 9 2% 4%
4 6% 5% :
e 10%
24% n 385%  32% 20%
’ - 52% o 42%
Don’t know 29% 58%
No plans at this time
® Plan to within 1-2 yrs
= Have invested
G artner Media/ Banking Svcs  Edu Health- Manu & Retail Insur- Trans- Utilities Gov
. Comm care N.Res. ance portation
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Harnessing Big Data

e OLTP: Online Transaction Processing (DBMSs)
« OLAP: Online Analytical Processing (Data Warehousing)
« RTAP: Real-Time Analytics Processing (Big Data Architecture &

€in
v Dayg, p
v N Mgy
U otlo”
- ] ¥ Real Time Analytic
-— (5{,) v Processing (RTAP) to
O @ improve business response
( Dataat o
t
- b Analysis of current data
to improve business Stream
Reporting and human transactions Computing 2010
analysis on historical
data Data
Warehousi
Operational e 2000
Databases
1970 ot i b
1968
Hierarchical ::1:;:::' RTA P
database 0 LA P
Somece: IBM O LT P
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Big Data Anatomy

Distributed Local File
File System .fll System
Parallel & high '
Hadoop performance | File Systems
T~
Spark Open Source
b Frameworks | - B
Google Technologies
Commercial | ___ — .
Panas Frameworks | |
Ancka — |
I .
Oracle e Amazon B g

Big Data
Secure — |
Computing

Mongo DB

Data
/

Security

™~

Authentication &/

NOsQL | SQL

N,/

Tools

T Graph

_F'_'_'_,_.-"""-F'-ﬂ-
Spatial
Data

. Juery
Intenswve Quer)

Scheduler

Schedulers

Vari High Velocity
ariely
Y1 Laree volume

Authorization / Privacy preserving 1_1@. \ /
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Data Intensive

Analytics
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Big Data Stack Layers

Application Layer

Big data applications and
visualization of generated insights

Processing Layer

Big data analytics algorithms
{e.g. Machine Learning, Clustering, Data Mining)

Decreasing Data Size

Big Data Storage Layer

Hadoop/HDFS, non-relational and new-relational systems, analytical
databases, in-memory technologies and traditional relational systems
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Big Data Technology Stack

-4 Queljr Machine

& Scripting .

= Learming

” Stream Language Graph

= Processing Processing

5

u n

ﬁ | | Execution | |

s J— .y B

5 | i ngine i |

.2p | |

sl I I
v Resource Manager v

Storage (File System) Database
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Big Data File Systems

 Features

» Efficient Massive Data Support

= Distributed Storing and Retrieving in Multiple Machines
« Tools
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Big Data Database

« NoSQL Database

= NoSQL describes a fairly large number of NoSQL database

technologies.

= NoSQL databases are non-relational, distributed and schema-free.
« NoSQL Data Models

= Key-value

s Column-family

= Document Oriented A PACHE

> Graph Based HBH SE
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RDBMS vs Non-RDBMS

Volume GBs-TBs TBs-PBs
Structure Structured Structured, semi-structured and unstructured
Development Planned (release cycle = months-years) Iterative (release cycle = days-weeks)

RELATIONAL DATABASES NON-RELATIONAL DATASTORES

Database ORACLE" - SQLServer " Slij -@hadm@jﬂ HBASE b mongoDB
Fixed schema 4 Dynamic / Flexible schema
DBA controls structure Application controls structure

| |
1980 1990 2000 2010 2020
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Big Data Execution Engine (1)

Features

= Scalable

= Fault Tolerant

= Parallelism

Infrastructure Processing

= Commodity Clustered Machines
Programming Model

= Divide and Conquer
Programming Framework

= Map/Reduce

- It can model processing large data, split complications into different
parallel tasks and make efficient use of large commodity clusters and
distributed file systems.

Tools
= Hadoop Map/Reduce
= Apache Spark
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Big Data Query & Scripting Languages

« Features
= High Level Language
= Close to SQL Language
= Translatable to Map/Reduce Functions

= Cassandra w

= Apache Hive A _
» Apache Pig cassandra  Apache Pig
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Big Data Stream Processing

» Features
= Fresh
= Low Latency
« Tools
- Storm APACHE N
o @/ STORM

S 4 distributed stream
computing platform
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Big Data Graph Processing

 Applications
= Location Based Data
= Social Networks
« Tools
= Pregel
= Apache Giraph
= GraphLab
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Big Data Machine Learning

e Tools
o Mahout
= ML Base
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Big Data Other Tools




Hadoop Technology Stack

MAPREDUCE HIVE & DRILL MAHOUT & PIG HBASE ZOOKEEPER
(Processing using (Analytical SPARK MLIib . & AMBARI
different languages) 5QL-on-Hadoop) (Machine learning) (Scripting) (NoSQL Database) (Management
& Coordination)

(ﬁ?

SPARK (In-Memory, KAFKA & STORM SO[I.SF;S:"I:_:;IiE.ENE
Data Flow Engine) (Streaming) & Indexirig] (Scheduling)

Gk

Apache
Ambari

Resource
Management

Storage

Unstructured/
Semi-structured Data Structured Data



Hadoop Ecosystem

(Workflow
Monitoring)

Oozie Chukwa
(Monitoring)

HADOOP ECOSYSTEM

Flume Zoo Keeper
(Monitoring) (Management)

Mahout

(Machine
Learning)

Avro
(RPC,
Serialization)

Sqoop

(RDBMS
Connector)

i

|

Map Reduce YARN
(Cluster Management) (Cluster & Resource Management)

1

HDFS

(Distributed file system)

[E SAVVYCOM

1

HBase

(Column DB Storage)

Data Management

Data Access

Data Processing

Data Storage




Big Data Frameworks

« Open Sources
= Apache Hadoop
D igzglﬁg Jpark 5; g%\a G 4 Liiping pitfo™
= Apache S4
« Commercials ad
o= Google Big Query Google n
Amazon DynamoDB Big Query mazon EMR
AI?laZOIl Elastic MapReduf:e N,
Microsoft HDInSlght Service Hortonworks  Amazon DynamoDB
RackSpace Horton Hadoop on Openstack

m]

[m]

m]

[m]



Integrated Cloud & Big Data

Cloud Drive
Amacson
Tnllrive,
Sky Drive,
CGoozle Driye

Hig 1hata
Clouds :

Hadoop,
MonpoldiE,
Big Talle

Social Media
: Face Book
Linked
In.Twiltter,
Y ou tube

Data Clouds :
{roogle Karth,
LiSCas (xeo
Clonad,

Cloud::Mounting
Services

Cloud::NoSCOL.
APl

Cloud :
Streaming

HTTFP., REST
Services

‘ | APISs , Queries

Data Scientist

Compute &
Aware Scheduling

No SOL Data
Management

Inter Cloud
Migration

I}mm

Streaming

|
Big Data Computing Platform

Data Inlun*,ne | Bir Data
‘ rngmm:mng Maodels | Analytics

Interoperable Data Storage Mount

Services

. On Demand Compute Rig Data
and Storage Services Appliances

T |7Hi_1_-_ Data
| Security

|

Distributed File
Svstem

Computing Cloud :

Virtual / Physical
Compnte and

Storage




|

Big Data Cloud Reference Architecture

Big Data Analytics Software as a Service
{Analytics Applications)

1

Big Data Platform as a Service (BPaal)
{Data Platform APIs, Scheduling, Analytics

Programming Environment etc.)

{

Big Data Fabric
(Big Data Management, Access and Aggregation)

{I

Cloud Infrastructure (CI)
{Compute, Storage and Network)
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Data Cloud Layered Components
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L Private Cloud

Hybrid Cloud
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Application
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