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Abstract—RPL is a lightweight IPv6 network routing protocol 
specifically designed by IETF, which can make full use of the 
energy of intelligent devices and compute the resource to build 
the flexible topological structure. This paper analyzes the 
security problems of RPL, sets up a test network to test RPL 
network security, proposes a RPL based security routing protocol 
M-RPL. The routing protocol establishes a hierarchical 
clustering network topology, the intelligent device of the network 
establishes the backup path in different clusters during the route 
discovery phase, enable backup paths to ensure data routing 
when a network is compromised. Setting up a test prototype 
network, simulating some attacks against the routing protocols in 
the network. The test results show that the M-RPL network can 
effectively resist the routing attacks. M-RPL provides a solution 
to ensure the Internet of Things (IoT) security. 

Keywords-IoT; routing security; routing attack; multipath 
routing 

I.  INTRODUCTION  
In recent years, the communication technology has 

developed in a long run, and the communication method has 
also get richer, people are no longer limited to connecting 
people with people to communicate, they also expecting be 
able to connect people with things, things and things, so the 
idea of the Internet of Things was introduced. In the internet 
of things, everything around you can be added to the 
communication network and connect with the traditional 
internet, they can communicate freely, exchange information. 
The "things" of IoT refers to the intelligent devices that have 
communication and access to the internet, the equipment has 
the characteristics of large quantity, frequent switching and 
limited resource. Special routing protocol is need to manage 
and organize these smart devices for efficient and secure 
networks and to integrate it with the traditional internet. To 
meet the demand, the IETF designed a lightweight IPv6 
network routing protocol for the internet of things, the RPL 
routing protocol [1].  

RPL routing protocols enable efficient use of smart 
devices energy, compute resources, build flexible topology   
and data routing. However, the RPL routing protocol does 
not consider the network security in the network stage, and 
does not ensures network security through routing repair 
mechanisms when the network is built, and the network will 
be unable to respond in a timely manner after attack. 

Therefore, it is necessary to study and analyze the security 
issues of the RPL routing protocol. 

The internet of things, due to resource constraints and 
complex deployment environments, threats come from a 
variety of stages, is more vulnerable than the traditional 
internet [2]. This paper discusses the contents of the RPL 
routing protocol network process, security policy and so on. 
An RPL based secure routing protocol M-RPL, is proposed.  
which expands the RPL protocol from the directed acyclic 
graphs topology to hierarchical clustering topology, and 
there are many clusters-cross path ensures data arrival rates 
against common routing attacks. In the end, a prototype test 
system platform is set up. The M-RPL multipath data 
communication and attack defense are tested. 

Section 2 covers the contents of the RPL routing protocol, 
section 3 designs the principles and implementation of the 
M-RPL routing protocol, section 4 introduces the platform of 
the test network, and the M-RPL multipath communication 
and security defense of the network are tested. The results 
show that M-RPL routing protocol is effective against 
routing attacks. Finally, the paper summarizes and 
prospected the paper. 

II. RELATED WORKS 
RPL is a routing protocol based on distance vector, 

which is specially designed for low power, resource 
constrained network. The entire routing protocol is built 
through the interaction of ICMPv6 control messages across 
smart devices. The optimal path selection of RPL routing 
protocol is constrained by functions, different functions can 
be designed for different scenarios to make the structure  
more flexible, the network more efficient and the network 
communication more stable. The RPL routing protocol can 
meet the rapidly fields changing of the network topology in a 
fixed state at a certain point, the whole network construct is a 
destination oriented directed acyclic graph (DODAG). The 
network topology of the network will change at any time, 
and the RPL is able to respond quickly to network status 
changes and select the optimal path based on functions.  

The RPL protocol has been widely studied due to large 
amount of threat to internet of things. The literature [3] 
studied the attack and defense against rank value of RPL 
routing protocol. The literature [4] analyzed the wormhole 
attack implementation and the detection of wormhole attack. 
The literature [5] is the standard document for RFC, analyzes 
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the possible security threats to the RPL routing protocol, and 
provides some theoretical solutions. In the literature [6], a 
method of topological authentication was proposed to 
address the rank value attack behavior of the RPL network. 
In the literature [7], the attack strategy and defense methods 
for selecting and forwarding of RPL network are given. In 
the literature [8], the attack implementation and defense 
method of black hole attack in RPL network are illustrated. 
In the literature [9], the paper gave the representation of the 
RPL network in the case of the sybil attack, and gave the 
theoretical solution. 

III. M-RPL ROUTING PROTOCOL 
Limited resources and unreliable communication link are 

two significant networks problem for smart devices in the 
internet of things [11], which bring the problem of rapid 
network topology changes.  

The RPL is a single-link routing protocol. The RPL's 
security mechanism relies on the public key cryptography 
system, and secure routing control message is used to 
improve the RPL network security [10]. The network 
performance decreases when network size increasing. In the 
case of attacking or topology change, the routing mechanism 
is difficult to be repaired in time. Therefore the multi-path 
mechanism is necessary to study [12]. 

For the above question, a RPL based, layering, clustering, 
multipath secure routing protocol M-RPL (multiparty-rpl) is 
designed. The M-RPL adopts a hierarchical topology for 
managing large rules and multipath routing strategy is 
adopter to guarantee the data delivery rate and resist the 
routing attack. 

A. The M-RPL routing protocol principle 
M-RPL is a multi-path routing protocol for hierarchical 

clustering. The top layer of the topology is the gateway node 
of the entire network, realizing heterogeneous network 
communication. The second layer is the cluster head node, 
which can be used to network and forward the information. 
The bottom layer is the common node. In order to provide 
network security, each common node creates a backup path 
to another cluster. When a node sends data, it provides a 
multi-hop path for data forwarding. The topology of the 
entire network is shown at Figure 1. The light-colored line 
represents the backup path provided by the node. 

The gateway node as the uppermost node, is responsible 
for self-organizing networks, inter-cluster communication, 
and other external form networks communication. 

The cluster head node is responsible for initiating the 
self-organization of a cluster network, and providing the data 
forwarding capability to communicate nodes with the nodes 
in same cluster or in other cluster nodes. Cluster heads are 
specified directly, and directly communicate with gateway. 

The common nodes in the cluster are self-organized to 
provide security and multiple paths for data forwarding.  

When the node sending data, it sends two data packets 
through the destination address and the backup path, data 
delivery can be guaranteed by increasing the redundancy of 
the data to provide the reach-ability. 

In this network topology, the entire self-organization 
composed of multiple clusters identified with instance, each 
cluster is identified with a special DODAG id. The basic 
topology of each cluster is a DAG. An Instance contains lots 
of clusters, which contain multiple DODAG, the same 
instance has the same instance id, which uses the same 
function to choose the parent node. Within the network, each 
cluster is identified with a DODAG ID, which based on a 
cluster head node IPv6 address. The common nodes’ relative 
position to the cluster head node in the cluster are determined 
by the rank value. 

 
Figure 1.  The network topology 

B. The M-RPL routing protocol implementation 
The entire network topology is built with the following 

procedures: cluster header elections, cluster head noticing 
and upward routing, the backup path establishing, the 
downstream routing creating, and the new nodes adding. The 
details of these processes will be explained separately. 

1) The cluster head election  
   During the routing establishment phase, the cluster 

heads produced by comparing the value of a random number. 
Each node produces a random number and interact with their 
random values, by comparing the random values, the node 
whose has max random value is chosen as the cluster head. 

2)    Cluster head noticing 
  The nodes that were elected as cluster heads will send 

notification message (RN) to the gateway node. The gateway 
node maintains a cluster header table to hold the cluster 
header nodes relevant information. At the same time, the 
gateway node will always query the cluster headers’ reach-
ability. When the header receives a query message sent by 
the gateway node, it must reply to a cluster head notification 
message to help the gateway node maintain its own 
accessibility. 

3)  Upward routing and backup path setting up 
a)  The cluster header node sends the M-DIO message: 

After the configuration of network information, cluster 
nodes will broadcast the M-DIO messages. M-DIO message 
contains the M-RPL instance identifier, the version number 
of DAG, the identity values of DAG, the rank value of the 
cluster head, the pattern of routing protocol work, the 
messages of DAG, route control functions and the IP of the 
neighbor nodes, etc. 

b) Common nodes select  parent node:In the network, 
the upper node will broadcast the DIO messages, therefore 
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the nodes in the network topology will receive DIO 
messages from different nodes. At this point, relevent words 
are extracted from the DIO messages by the common node 
as parameters of optimal path selecting function, common 
node select a suitable node as its parent node through 
calculating and comparing.   

c) Common nodes establish backup paths: After 
determining parent node, A node will process the received 
M-DIO message and judge whether the received M-DIO  
has same DODAG id as its parent has. If the DODAG id is 
different, that means the M-DIO was sent from a different 
cluster, the source address of the message is set as its own 
backup path. 

4) Downstream routing building 
After a common nodes handling the M-DIO messages 

from the neighbor's nodes and electing an appropriate 
neighbor as its parent. The node will mark the IP address in 
its default routing table as the parent IP address. And then, 
the common node will send the M-DAO message to its 
parent, because the upstream path to the parent node is 
already built, the node can broadcast the M-DAO message to 
the order nodes. The M-DAO message contains the address 
information for the child nodes, helping the parent node to 
establish the downstream route. 

5) The new node’s joining 
For new nodes that want to join an existing networks, 

send M-DIS messages actively to the surrounding nodes to 
query the network status. According to M-RPL routing 
protocol rules, after receiving the request information, the 
surrounding nodes will response the new node an M-DIO 
message containing routing information to begin the process 
of network. 

IV. THE ANALYSIS OF TEST AND RESULT 
Each node in the test network is a combination of 

hardware and software node, using Contiki operating system 
and TI Company’s CC2530 chip, and t-he M-RPL code is 
embedded in the test node. Each node is connected with the 
computer by the serial port to display communication data 
between nodes. After the cluster is completely built, the node 
can be triggered to submit the network topology to the 
gateway which will display the topology of each cluster 
through the topology display software of the computer side. 
The software displays the topology and data communication 
of the entire network protocol to verify routing protocols. 

A. Multipath routing communication test  
The whole network consists of gateway node, cluster 

head node and common node. The gateway node that can 
collect the entire network topology information, shows the 
network topology, at the same time, it can server as a 
heterogeneous router to realize the communication cross 
clusters. 

The test procedure is as follows: 
1) Organization: The network is displayed by the 

gateway after the topology notification. The entire network 
topology is shown in Figure 3. The post 16bit of the IPv6 of 

each node, temperature and humidity is shown in the 
topology to simulate data collected by sensors. The post 
16bit of the IPv6 is used to identify the corresponding node 
in the subsequent paper. The node b6fc represents the 
gateway node, the node b5b4 and the node a1b7 represents 
the cluster head node, and other nodes represents common 
node.  

 
Figure 2.  Network topology before multipath routing was turned on 

2) Selection: node 85c2 is selected as the source node of 
data transmission, node b7b0 is selected as the destination 
node for data reception, where the destination node and the 
source node are in different cluster. The source node and the 
destination are connecting to the display to show the 
sending and receiving. The multipath is demonstrated at 
source node. When the multipath is not enabled, the display 
software does not show the backup path for the connection 
at the topology. This moment, the source node send data, the 
destination node can receive one data packet. 

 
Figure 3.  The backup path is not enabled 

3) Multipath: when the multipath is turned on, the 
multipath opening information is uploaded to the gateway’s 
topology display software by the source node. The source 
node displayed the connection to the backup path. In Figure 
5, the dotted line represents the backup path. 

 

 
Figure 4.  Network topology after multipath routing was turned on 
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4) Backup path: after the backup path is turned on, the 
source node sends the data to the destination node, through 
the serial display window, we can see that the destination 
node received two data packages. The specific process is 
shown in Figure 5. 

 

 
Figure 5.  The backup path is abled 

B.   The black hole attack test 
One node is selected in the same cluster of the data 

source node, as a black hole node. A black hole attack is 
initiated at the selected node by means of a button hit and the 
black hole attack process is showed by the connecting 
monitor. The black hole node will take the other nodes in the 
cluster as its child nodes. The identity information of the 
black hole node and the topology of present stage of the 
cluster network will be reported to the gateway and showed 
in the gateway topology display software. Figure 6 show the 
topology in normal network state before black hole attack. 

 

 

Figure 6.  Network topology before black hole attack 

Common nodes can receive data packets before the 
attack, the source node send the temperature information 
to the destination node periodically. Packet shows the 
IPv6 address of source node, specific data reception as 
shown in Figure 7. 

 

Figure 7.  Common nodes receive normal packets 

In Figure 8, the IPv6 address of the attack node is b6b4. 
The topology information is reported to the gateway after the 
attack beginning. 

 
Figure 8.  Malicious node attack 

 After attracting, the new topology shows that node 
b6b4 attracts the traffic of the neighboring nodes. It 
status is equivalent to a cluster head node, as shown in 
Figure 9. 

 
Figure 9.  Gateway topology after attack 

Common node receives the false control information 
from the attack node, as shown in Figure 10.  

 
Figure 10.  Common node receives wrong information 

In this case, using RPL routing protocol, the common 
node can not receive any packets, because the malicious 
nodes intercepts all packets, as shown in Figure 11. 
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Figure 11.  the malicious nodes received information 

But, in this case, using M-RPL routing protocol, the 
common node can receive all packets, because of the 
multipath communication, as shown in Figure 12. 

 

 

Figure 12.  Common nodes receive packets after attack 

C.  Wormhole attack test 
Node b5b4 is selected as the wormhole node in the 

same cluster of the data source node, and node a1b7 is 
selected as another wormhole node in the other cluster. 
The two node initiate the wormhole attack through the 
button click, and the wormhole attack process is showed 
in the monitor. 

The wormhole node will attract other nodes within 
the cluster as their own child-node. A high-speed, direct 
connection between two wormhole nodes is established. 
The new network topology is drawn by the topology 
software. The two lines between node b5b4 and node 
a1b7 represent the virtual high-speed communication link, 
and the two malicious nodes can communicate directly 
and transmit network information to each other, shown in 
Figure 13. 

 
Figure 13.  Wormhole attack topology 

In this case, using RPL routing protocol, the node 
b7b0 can not receive any packets from node 85c2, 
because the malicious nodes intercepts and redirect all 
packets. But, using M-RPL routing protocol, the node 
85c2 can receive all packets from node 85c2, because of 
the multipath routing. 

V. CONCLUSION 
This paper studies the security of RPL routing 

protocol. A hierarchical and clustered multipath secure 
routing, M-RPL, is proposed. A test network is built to 
test the performance of M-RPL routing protocol, by 
which the black hole attack and wormhole attack are 
simulated. The results show that M-RPL protocol can 
effectively resist the black hole attack and wormhole 
attack, offer security and robust data routing. 
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